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Harmonic inversion of electron spin echo envelope (ESEEM)
time-domain signals by filter diagonalization is investigated as an
alternative to Fourier transformation. It is demonstrated that this
method features enhanced resolution compared to Fourier-trans-
form magnitude spectra, since it can eliminate dispersive contri-
butions to the line shape, even if no linear phase correction is
possible. Furthermore, instrumental artifacts can be easily re-
moved from the spectra if they are narrow either in time or
frequency domain. This applies to echo crossings that are only
incompletely eliminated by phase cycling and to spurious spec-
trometer frequencies, respectively. The method is computationally
efficient and numerically stable and does not require extensive
parameter adjustments or advance knowledge of the number of
spectral lines. Experiments on y-irradiated methyl-a-p-glucopyr-
anoside show that more information can be obtained from typical
ESEEM time-domain signals by filter-diagonalization than by
Fourier transformation. © 1999 Academic Press

Key Words: pulse EPR; ESEEM; high resolution; filter-diago-
nalization method; linear prediction.

INTRODUCTION

Methods based on FT-based backprediction I{near predic-
tion (8,9, or FT-based iterative extraction of damped sinu-
soids from the time-domain signdl@, 11 have been proposed
to overcome this problem. None of these approaches howev
seems to be sufficiently fast, reliable, and convenient for rot
tine application.

Recently, a new method for high-resolution analysis o
discrete time data was introducet®( 13 that is based on the
original filter diagonalization method (FDML4). Unlike the
discrete FT, this method need not introduce any additional lin
broadening, even when the signal is measured for only
fraction of its decay time. That is, the usual boxcar multipli-
cation in the time domain, and associated sinc function broa
ening in the frequency domain, properties well known in FT
spectroscopy, need not apply to FDM analysis. Similarly to th
FT, however, FDM features locality; i.e., it restricts spectra
analysis to any desired small frequency domain. Because
this property the computational effort scales quasi-linearly witt
the number of data points as does the computational effort «
FT. In contrast, the computational effort of linear prediction
with, e.g., singular value decomposition (LPSVB) &cales

Electron spin echo envelope modulation (ESEEM) spectrosith the third power of the number of points (or at least the

copy (-3 is widely applied for structural characterization ohumber of assumed spectral features) and the latter method
paramagnetic centers in biological systems and materialso less computationally stable. Even when computation of L
(4, 5), as it surpasses electron paramagnetic resonance (EE&fficients is made efficient, the overall algorithm is still
spectroscopy in resolution for hyperfine-coupled nuclei. Tanacceptably slow for large numbers of spectral featutgp (
obtain the spectrum from time-domain ESEEM signals, a fréurthermore, in contrast to LP, no initial estimate of the num
quency analysis must be performed. This analysis is usudllgr of frequency components in the spectrum is required fc
done by Fourier transformation (FT) followed by calculation ofDM analysis. FDM can also be implemented in multiple time
a magnitude spectrum, thereby broadening spectral lines duéitmensions where the high resolution obtained for a small tim
an admixture of dispersive line shape components. Recentlywihdow is of particular importancel§). Its potential for high-
has also been demonstrated that magnitude ESEEM spep#splution analysis of 2D NMR data has been described re
feature tremendous line shape distortions for the case agintly (17, 18.
strongly overlapping lines@j. The calculation of better re- In the present context, it is of particular interest that FDM
solved pure absorption spectra, e.g., by phase correction, hogliably and with few computational effort yields a list of
ever, leads to intolerable baseline distortions for the usuedquencies, line widths, amplitudes, and phases. This list c:
situation of many spectral lines and relatively large dead timése postprocessed using any additional information availabl
about the system under study. In this work we demonstrate th
! To whom correspondence should be addressed. E-mail: jeschke@scientist.this allows one to obtain pure absorption two-pulde J,
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three-pulse Z), and four-pulse 19—-21) ESEEM spectra that account. In a good approximation, the time-domain signal i
are significantly better resolved than magnitude spectra. diven by

addition, artifacts due to spurious spectrometer frequencies and

incompletely removed echo crossings can be easily eliminated 2(7" + ty

from the spectra in most cases. The performance of FDM is V(r') = exp[— T] Vo(7'), (3]
compared to FT magnitude spectra for simulated data and for "
both a single crystal and powder sampleydfradiated methyl-

a-p-glucopyranoside2?). whereT,, is the phase memory time of the electron spins tha

can be determined separately by a fit of the echo decay, sin
usuallyk, < 1 for all I. In fact, this unmodulated part of the

echo decay is removed before FT, since it would give rise to
very intense line at zero frequency otherwise. The effect c
relaxation is a broadening of the spectral lines, while the pha:

For a system consisting of an electron s@in= 3 andN at timet, of thewholeline with frequencyw, is still given by
nuclear sping, = % with anisotropic hyperfine couplings, the¢x = @.ts. The phase correction described by Eqg. [2] is now
dependence of the two-pulse ESEEM signal on the interpufg@'tainly wrong for the “wings” of the line and thus works well

delay  disregarding relaxation is given by Mims’ formula)( only for isolated and sufficiently narrow lines and for short
dead times. With typical values af, andt, being in the order

of 1 us and 100 ns, respectively, lines often overlap and th
ki “phase-corrected” spectra are heavily distorted. This probler
Vo(r) = 1 {1 — 2 [2— 2 codw,T) — 2 codwigT) is usually dealt with by computing the absolute value (ol
' magnitude) spectrum from the result of the complex FT. Ir
addition to broadening the lines by admixture of dispersive
+ coqw, 7) + COS(wlT)]} : [1] parts, this method still leads to distortions for overlapping
lines, as has been demonstrated convincingly by Van Doorsla
et al. (6).
wherek; is the modulation depth factow,, andw,; are the | E)r?nciple, however, the correct spectrum can still be

nuclear frequencies in the electron spinand 8 manifold, econstructed from the time-domain data. After evaluating th
respectively, andv,;, andw,_ are their sums and dlfferencesproduct Eq. [1] can be written in the form

respectively. For electron spir§ > 3 a signal of the same

general form is obtained for each of the observer transitions, .

only the calculation of thé; and frequencies is slightly dif- _ T

ferent @3). For nuclear spins > %, the factors in the product V(7) = X dicogwm)exp| - T [4]
are more complicated and no analytical formula can be given !

for a general case with significant nuclear quadrupole coupling. ) o ]
Note, however, that the factors still have the form of a sum ¥ghich is a special case of the harmonic inversion problem th:

cosine functions with different amplitudes and signs. corresponds to a fitting of a complex time signal by a sum o
Obviously, the spectrum of the time-domain signal deénusoids. We can write

scribed by Eq. [1] consists of lines in positive,(, ) and

negative fv,., w,_) absorption with no dispersive part. Unfor- K

tunately, the signal cannot be measured for smakcause of V(1) = D, dexp(—itw,), [5]

a receiver dead timg, after the second pulse of about 100 ns. I

With typical ESEEM frequencies in the range from 0 to 50

MHz, the phases of the single frequency components aith the unknown complex frequencies and generally com-

usually distributed over the whole range from O to @ftert,. plex amplitudesd,. The frequencies are then given by

The simplest way to process such a signal is to redefine the

time argument by’ = 7 — t, and to obtain a spectru,(w) i

by discrete complex FT of ,(7'). A pure absorption spectrum W= = [6]
+(w) can then be calculated by m

GENERAL CONSIDERATIONS

Features of ESEEM Time-Domain Signals

N

) Theoretically, if the number of data points in the sigWét) is
olw) = explioty) Sw). [21 greater than the number of unknowns, all unknowns can k
determined by FDM and the original spectrum can thus b
However, the situation changes if relaxation is taken inteconstructed perfectly. Equation [5] is a valid description o
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the signal even ifr is replaced byr’" = 7 — t4. Thew, remain where theT,, are the phase memory times of the nuclear spin:s
the same while the, are replaced byl{, which are no longer The signal is of a similar form as the one in two-pulse ESEEN
purely real. For a known or empirically determined dead timend all considerations apply analogously. Note that the diffel
tq, the original coefficientd, can be recovered from thig (13)  ent frequency components are in phase at fiise — 7, so that
by the dead time is given byi® = T, + 7. Typical dead times in
three-pulse ESEEM are therefore larger than those in two-pul:
ESEEM. The problem of line shape and baseline distortion
after FT is nevertheless somewhat diminished since only ha
as many frequency components appear for each nucleus a
If the Lorentzian assumption of Eq. [5] is accurate, then Eq. [Ppcause thd, are considerably larger thaR,. However, a
provides an exact phase correction, evenyifs not small. linear phase correction still usually fails to yield a useful
Furthermore, it also corrects for the signal decay during tispectrum. The problem of large amplitude dynamics and line
dead time. close to the noise level is aggravated by the blind spot behavi
These considerations can also be applied to other methoéscribed by the factors 4+ cos(w,,) and 1— cos().
that accurately decompose the spectrum according to Eq. [5]Another feature of ESEEM is that time-domain data must b
Note that the FT slicing algorithm introduced by Astash&in sampled point-by-point. In this, the maximum dwell tidés
al. fails to achieve such an accurate decomposition in the cdiseited by the Nyquist criteriord < 1/(2w ), Wherew ., is
of poorly resolved spectra, since the extracted damped sitlie maximum frequency expected to occur. Furthermore, wit
soids then feature systematic phase and damping et@)s (FT analysis, resolution is limited by the length of the time
On the other hand, LPSVDB(9) can yield the required line trace. To obtain ultimate resolution, especially in single cryste
lists, but is stable and sufficiently fast onlyKf is small and three-pulse ESEEM, one may then be forced to sample tho
known. For unknowrK, LPSVD is feasible only if all ampli- sands of points. The problem is aggravated by the fact that th
tudes have the same order of magnitude and are much larggist be done for several values to overcome blind spot
than the noise level. In this case, a good guesKfa@an be problems. With FDM analysis, on the other hand, the higt
obtained automatically or at least semi-automatice8ly Un-  resolution can be achieved with short time signals as long
fortunately, amplitude dynamics is usually large in ESEEM, @fe number of points is sufficient to represent the frequenc
the k, vary strongly. FDM, in contrast, does not require Précomponents in the spectrurhi, 16.
liminary knowledge oK and can also be appliedi is large. s far, our discussion has assumed ideal microwave pulse
If the number of poles (frequency—amplitude pairs) determingthce Mims' formulas for two-pulse and three-pulse ESEEN
from the discrete time signal is larger than the number gfe gerived for this case. This assumption is usually a poor or
spectral lines, t_he excesswe_soluhons fea}ture_ very small ('QH'pulse EPR spectroscopy and it has been demonstrated t
ally zero) amplitudesi,. Spurious poles with significant am-jnensity deviationss) as well as deviations from the product

plitude are distinguished by either their Ia_lrge width or depef;ie for two-pulse ESEEMA6) occur for typical experimental
dence on parameters of the FDM algorith@®)( They can gy ations, Therefore, it may be suspected that also the line

often bi easilylrejected. ith fixed i lse deta: dependence of phase on frequency may be violated. We fir
For three-pulse ESEEM with fixed interpulse defaye- i jhqeed in our simulations of three-pulse ESEEM (se

tween the first two pulses _and variable |r_1terpulse QeTzi_y below) and will discuss this point in more detail elsewhere
between the second and third pulse, the time-domain sig re it suffices to note that for a given line list, a pure

including relaxation is given by2, 24 absorption ersatz spectrum can be calculated even if the pha:
of single lines are arbitrar2(). In contrast, methods that only
N backpredict time domain data like Livithout construction of
E¥(T) = 1 exp — 27 [T exp— il 11— ki the line list and Mims’ method7) cannot yield a pure absorp-
2 T 2 tion spectrum in such a situation.
Note, however, that this kind of phase correction should b

X [1 = codw,7)][1 — codwg(T + T))]] applied with some caution. It works well if the spectrum is
composed mainly of Lorentzian lines that do not overlap toc

d, = expliwty)d|. [7]

N strongly. Otherwise, harmonic inversion may model the shap
+11 exp(— T) [1 _ki [1 - cowm)] of a single non-Lorentziap Iing or of a set.of overlapping lines

| Tin 2 by a number of Lorentzian lines with different phases an
amplitudes. The single components do not have any physic
meaning and “correcting” their phases independently of eac
other would falsify line shape and amplitude.

X [1— codw, (T + T))]] } : (8]
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Handling of the Noise and Artifacts cally broad spurious lines, since they are confined to a narro
time interval typically much shorter thdap These artifacts can
In addition to the signal from the spin system, experimentg,s pe eliminated from the line list before reconstruction o
data contain white noise and sometimes instrumental artifagiga spectrum.
In general, such data can still be described by Eq. [4Kbwill Our discussion so far assumes that each spectral compon
effectively be increased and the results of the harmonic inv@fom the spin system is represented by one pole in the FDI
sion will slightly depend on the parameters of FDM. Anyine |ist. For regions where lines overlap strongly or for sig-
converged solution, however, will rather faithfully reproducgificant deviations from Lorentzian lineshape, this may nc
the frequency components with the largest amplitudes, so tiigiger be true. In such situations, one should consider careful
one can still obtain a considerable part of the information qg which extent “unphysical” poles can be eliminated withou
the spin system. The effects of noise on the solution afgsifying lineshapes. Finally it should be noted that extensiv
twofold. First, a number of poles will be obtained that serve t§limination of noise poles from line lists can lead to apparent!
fit the nOise; Second, some error will be introduced into t%ise|ess Spectra_ As one has come to expect that noise is fu
parameters for the poles due to the spin system. The laf{gpresented in spectra, some care should be taken in the p
effect is also present if the parameters are determined by a lgtation of results to not mislead the casual observer.

shape fit (deconvolution) after FT. It has been shown earligfeferred, the original noise can be restored for display &
that the errors for the spectral parameters determined by Fl§dscribed earlierlQ).

is very small for sufficiently narrow spectral lines with good

signal-to-noise ratio12). Note that very broad spectral com-

ponents are anyway suppressed in ESEEM, as their contritl:))d§ordered Systems

tion to the signal decays completely within the relatively large Much ESEEM work is done on disordered systems fo
dead time. which frequencies are distributed due to the anisotropy ¢
In the context of ESEEM spectroscopy, spectral lines amgperfine and nuclear quadrupole couplings. In principle, suc
noise poles can often be distinguished on physical groundpectra must be described by an infinite number of frequenc
First, the dynamics of the spin system is purely dissipative; i.@¢emponents, so that FDM analysis seems not to be feasible.
no frequency component should feature a negative width c@iactice, dead time and noise prevent a faithful reproduction ¢
responding to an increase of modulation amplitude with timghe original spectrum bginymethod, since contributions to the
Second, poles from the spin system with large widths wilignal by broad regions of the powder line shape are inevitab
decay almost completely within the dead time. These twest. The observed modulations are due to the narrow comp
conditions alone usually suffice to reject most of the noisgents of the original spectrum, i.e., line shape singularities c
poles. In some cases, the range of possible widths is limitgelnsitions with only weak orientation dependence of the fre
even further. For instance in two-pulse ESEEM, the line widifuencies. In two-pulse ESEEM, the latter situation applies t
of all signal components that arise from the spin system cahe sum combinations,, that are usually close to twice the
responds tdl .. Even if one allows for a generous error, onlyhuclear Zeeman frequencies,. In three-pulse ESEEM, sum
few noise poles match this condition for the line width. Even isombinations do not occur, but they can be introduced b
three-pulse ESEEM, one can usually make a good guess for #xgending the experiment. In the so-called four-pulse ESEEI
reasonable range of th&,. Furthermore, if a linear phaseexperiment introduced by Schweigermapulse is inserted in
correction succeeds, noise poles can also be recognizedtiy middle between the second and third pulse of a stimulate
their arbitrary phase. This is another reason why linear phasgho sequence, and the identical interpulse delapstween
correction should be preferred to phasing each frequency caime 7 pulse and its neighboring/2 pulses are incremented
ponent separately whenever the former is possible. (19, 20. The formula for the echo modulation has been giver
These techniques for eliminating frequency components tht Tyryshkinet al. (21). Here it may suffice to note that it is
do not arise from the spin system are not restricted to whit¢a similar general form as Eq. [1] and features blind spots th:
noise. For instance, spurious frequencies introduced by fiepend on bothw,, and w,,. Again, the situation for data
spectrometer itself also have arbitrary phase and do not deeaplysis is analogous to two-pulse ESEEM with the dead tim
at all. Another often encountered artifact in three-pulder four-pulse ESEEM beings” = T, + 7/2.
ESEEM and experiments with even more pulses are echdn any ESEEM experiment on a disordered system, th
crossings. Theoretically, echo crossings can be eliminated faymber of narrow frequency components surviving dead tim
phase cyclingZ8), but even with a well-adjusted spectrometeis on the order ofN like in ESEEM experiments on single
their suppression is not complete. As modulation depths amgstals. In particular for sum peaks, the time domain signe
usually only in the order of a few percent of an echo signahay be quite closely approximated by Eq. [4] as relaxation i
even small residual echo crossings may influence the outcoaften the dominating broadening mechanism. For survivini
of an FT analysis. With FDM, echo crossings result in unphyssingularities of other lines, model simulations show that the
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can also be rather well approximated by a small number af
Lorentzian lines. For these reasons, harmonic inversion by
FDM may also be suitable for the analysis of ESEEM data
from disordered systems as will be demonstrated below by
experimental examples.

NUMERICAL SIMULATIONS

To test the general considerations, we have first performed
numerical simulations based on both analytical ESEEM for-0 1o 20 30 40
mulas and an implementation of density matrix formalism in,
MATLAB ( 29). In contrast to experiments, this approach al-
lows us to control the degree of nonideality. As a model system
we choose two protons with identical isotropic hyperfine cou-
plings a,, = —1 MHz both at a distance of 2.5 A from the
strictly localized electron spin. The two electron—proton axes
include angles of 30 and 70° with the direction of the static
field By, respectively (see inset in Fig. 1a). For the static field0 10 20 30 40
we assumedB, = 3500 Gcorresponding to X-band frequen-
cies and for the phase memory tirig, = 2 pus. Before FT €
analysis, time-domain data were apodized by a Hamming
window and zero-filled to twice their original size throughout
this paper. FDM analysis was performed in one step for the
whole region of interest (0 to 35 or 0 to 40 MHz). The
computation time for FDM on a DEC Alpha workstation
ranged from 5 to 30 s depending on the number of data points
in the ESEEM trace. 0 10 20 30 40

A theoretical two-pulse ESEEM time trace was calculated v/ MHz
by means of Egs. [1] and [3] and 0.5% white noise (with FIG. 1. Two-pulse ESEEM spectra (simulations) of a model system
respect to the maximum echo amplitude) was added. T&fsisting of two protons hyperfine coupled to a localized electron spin. Th
theoretical spectrum shown in Fig. 1a was obtained by a cosis@ropic hyperfine couplings are bothl MHz. (a) Theoretical spectrum with
FT of the data without assuming any dead time. When assupfise added. The inset shows the geometry of the system. (b) FT magnitu
ing a dead tim¢, = 100 ns, a cosine FT leads to a Stmﬂg'zpec_trum assuming a de_ad time of 100 ns. (_c) FDM_pure absorption spectrL

tained from the same time domain data as in (b). Linear phase correction w
dephased spectrum (data not shown), and complex FT wih .4
calculation of a magnitude spectrum must be performed. In the
resulting spectrum displayed in Fig. 1b, significant line broad-
ening is found and some line shape distortion occurs in regiomsist be computed after a complex FT to overcome phasir
where spectral lines overlap. Furthermore, the amplitude sigroblems; the result is displayed in Fig. 2a. In addition to line
information is lost. broadening, we find a broad baseline artifact that can be trac

If the same time domain data are analyzed with FDM, laack to an echo crossing that survives the four-pulse pha
linear phase correction according to Eq. [7] can be performeycle introduced for three-pulse ESEEM by Faethal. (30).
on the line list. The resulting spectrum is shown in Fig. 1c. We tentatively assign this crossing to coherence transfer pat
reproduces the theoretical spectrum quite nicely. All noiseays that come into play only if microwave pulse nonideality
poles were retained in this case, except for those that areis@onsidered.
broad that they could not have survived dead time if they wereThe spectrum obtained by FDM with subsequent linea
due to the spin system. phase correction is shown in Fig. 2b, it is obviously not

A three-pulse ESEEM time trace for the same system wpsoperly phased. As closer examination reveals, this pha:
simulated using density matrix formalism to consider the Harefror is not due to a slight change in the effectiyeaused by
iltonian of the spin system during microwawe2 pulses of the finite pulse widths. In fact, no linear phase correction witl
finite lengtht, = 16 ns. For the fixed interpulse delay and theeasonable values for the constant- and frequency-depends
initial value of the variable delay we chose= 136 ns andl, parameters is possible. Again we attribute this to effects c
= 112 ns, respectively. A nuclear phase memory time @65 pulse nonideality. A detailed treatment is beyond the scope ¢
was assumed for both protons. Again, a magnitude spectrtims paper and will be published elsewhere. Despite this prol
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a In real systems, a much larger number of nuclei resides i
the environment of an electron spin, most of them at :
greater distance. To simulate this situation, we have rar
domly positioned 50 protons in space, assuming a normx
distribution of the dipolar hyperfine couplings and an equa
distribution of orientations of the electron—nuclear axes on
unit sphere. The complete list of parametess,( wz, Ki)
can be obtained from the authors at request. A two-puls
0 10 20 30 40 ESEEM time trace with 1024 data points was calculated b
Eqg. [1] using a dwell time of 8 ns and a dead tilpe= T,

:

0 10 20 30 40 0 0 — 55 m
v/ MHz

FIG. 2. Three-pulse ESEEM spectra (simulations) of the same mode
system as in Fig. 1. The corresponding time-domain data were simulated using
density matrix formalism and assuming nonideal microwave pulses of 16 ns
duration: (a) FT magnitude spectrum fer= 136, T, = 112 ns, (b) FDM
spectrum obtained by applying linear phase correction corresponding to a dead
timety = 7 + Ty, (c) FDM pure absorption spectrum obtained by phasing the
single lines.

0 10 20 30
lem, a pure absorption ESEEM spectrum can be obtained by

phasing each of the lines separately (see &3y .(The result-

ing FDM spectrum shown in Fig. 2c is again significantly

better resolved than the FT magnitude spectrum. In addition, +
the broad baseline artifacts are eliminated as they correspond to
unphysically broad contributions at the givignThe features at
4.06 and 4.39 MHz are difference combinations between lines
of the two protons in the same electron spin manifold. Exam- Co
ination of the FDM peak list reveals that all the theoretical ¢ 10 20 30

ESEEM frequencies are reproduced to a precision better than 2 v/ MHz

kHz, despite the fact that the time trace is only 8.182long.

This demonstrates again the high-resolution character of FDM:IG. 3. Two-pulse ESEEM spectra of a system consisting of an electroi

vsis 12) which all t id the tedi int-b spin and 50 protons (simulations). The arrows and dashed lines label a well a
analysis 1 ) which allows one 1o avol € tedious point- y'a partially resolved proton, respectively: (a) theoretical spectrum assurping

point sampling of very long time traces to obtain ultimate 3 s’ (b) FT magnitude spectrum, (c) FT spectrum with linear phase
resolution. correction, (d) FDM spectrum with linear phase correction.
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EXPERIMENTAL RESULTS

Methyl-«-p-glucopyranoside Single Crystal

Experimental tests were performed on sampley-agfadi-
ated methyla-p-glucopyranoside -MeGP). a-MeGP (>99%)
was obtained from Fluka, single crystals were grown by slov
_ evaporation from water and werneirradiated with a dosis of
0 10 20 30 20 30KkGy at room temperature. This gave rise to the same roo
temperature stable radical that was observed by Madden a
Berhard after X-ray irradiation at 77 K and anneali@g)( As
a result of their ENDOR study, these authors proposed
structural fragment containing three protons with moderate t
strong hyperfine couplings. A sketch of this fragment is dis
played in the inset in Fig. 4a with the three protons under stuc
labeled as B, Hon, and Hy. The principal values of the
hyperfine tensors from2@) are reproduced in Table 1. Note
. that the values for k|, are only estimates inferred from Mad-

0 10 20 30 4 0 den and Bernhard’s Fig. 7.

v/ MHz Three-pulse ESEEM data for different values of the inter

FIG. 4. Experimental three-pulse ESEEM spectrayafradiated meth- PUIse del_ayr were recordgd at ambient temperatu_re, ata stat
yl-a-D-glucopyranoside withr = 136, T, = 360 ns. (a) FT magnitude 1€/d Bo = 3445 G, amicrowave frequency,, = 9.6485

spectrum. The peak labeled with an asterisk is a spurious frequedf@f1Z, and at an arbitrary orientation of the crystal. The lengtl
introduced by the spectrometer. The inset shows a fragment of the radicdl the #/2 pulses was 16 ns, and all measurements wel

structure as proposed by Madden and Bernh&2j.((b) FDM pure ab- performed using a Bruker ESP 380E Spectrometer equipp(
sorption spectrum obtained from the same time-domain data as in (g)- h an EN 4118X-MD-4 ENDOR probe head. The time traces
Single lines were phased and lines outside the line width range from 1cgrtnsist of 1024 data points with a dwell time.of 8 ns. The F'E
kHz to 2 MHz were rejected. ; o
magnitude spectrum for = 136 ns andT, = 360 ns is
displayed in Fig. 4a. For this value, protons with very small

= 136 ns; the constant part was subtracted. This tin}gé(perfine couplings are largely suppressed by a blind.spc
trace overdetermines the 800 parameters of the basic, shifvertheless, the spectrum looks unexpectedly complicate
and difference frequency lines of single protons b?nd the resolution is rather poor, in particular in the regiot

underdetermines the problem including the combination fr leg’vfedn Z) ang 15 MH;.qute also.that thedpgak ac;[ 15'325 ME
guencies between different protons. Furthermdrg,= 1 abeled by the asterisk) is spurious and introduced by t

s was assumed. The theoretical spectrum is displayed® e.C”OT“Eter (one eights of the rate (.)f the 'pulse' controller).
gig 3a P i RL|ke in the three-pulse ESEEM simulation, linear phase

The FT magnitude spectrum shown in Fig. 3b featurescﬁrrec'[i,on using Eq. [7] after FDM analysis did not yield a pure
very broad background due to dispersive parts. Comparis% sorption spectrum. Separate phasing of all pdiéswas used

to Fig. 3a reveals that a deconvolution of the magnitudQStead’ and only spectral rggions yvhere not t.oo many line
spectrum would yield illusory couplings in addition to nopverlap too strongly are considered in the following. The FDV

revealing some real ones. Even the apparently WeII—resolv%l&SOrptlon spectrum displayed in Fig. 4b is significantly bette

coupling of about 1.8 MHz is significantly wrong (see

dashed lines). Note also the holes in the line shape marked
. TABLE 1

by arrows, they correspond to peaks in the correct spectrump_ inal Val £ the Hvoerfine T for Three Protons i

The same phenomenon was observed2i8) @nd discussed rincipa Vaiues ot the Hyperfine 1 ensors for Three Frotons in

. detail i As is d trated by th t . the Room-Temperature Stable Radical Created by +y-irradiation of

in some detail in §). As is demonstrate y the spectrum ineinvi_ - o-glucopyranoside (from (22))

Fig. 3c, this problem cannot be solved simply by applying

Eqg. [2] to the complex result of the FT. A baseline correcrroton A./MHz AzlMHz Az/MHz

tion of this spectrum would be exceedingly difficult. FDM

with linear phase correction, on the other hand, yields alf 318 26.1 24.8
. : : . Hon? 16 6 6
absorption spectrum with undistorted baseline that agregié 6.1 3.0 23

quite nicely with the theoretical one, as can be appreciatec?d
from Fig. 3d. Values are estimated from Fig. 7 i83).
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resolved than the FT magnitude spectrum, which is in agreea
ment with theoretical considerations and numerical simula-
tions. In particular, the site splittings of the low-frequency line
of the B protons and of the aldehyde protons can be determined
more precisely. On the other hand, the high-frequghpyoton

line seems to exhibit more structure in the FT magnitude
spectrum. We attribute this to artificially enhanced resolution
by line shape distortions. However, this kind of resolution
enhancement is not reliable, as can be inferred fi@narfd has
also been discussed above in connection with Fig. 3.

By removing components outside the line width range from
100 kHz to 2 MHz, we could get rid of the spectrometerb
artifact. The large number of unassigned features in the spec-
trum is only partially due to noise. Most of the features are
actually combination lines between the lower nuclear frequen-
cies of theB proton and other protons. This has been estab-
lished by analysis of a HYSCORE3]) spectrum obtained
under the same conditions and with the same value (dhta
not shown). The abundance of combination lines is due to the
large modulation depth for the protons which feature hyper-
fine couplings that approximately cancel the nuclear Zeeman
energy in one of the electron spin manifolds. Y

Hp

Methyl-«-p-glucopyranoside Powder

For single crystals, three-pulse ESEEM is superior in reso-
lution with respect to two-pulse ESEEM. However, this is not
always the case for disordered systems where line broadening
is dominated by the anistropy of interactions. Two-pulse
ESEEM may then be preferable as it allows for smaller dead . .
times and does not feature blind spots. A theoretical two-pulse ¢ 10 ' 20 30 40
ESEEM spectrum otv-MeGP has been calculated by using v/ MHz
Egs. [1] and [3], the hyperfine tensor principal values given ingg s Two-pulse ESEEM ofy-irradiated methylk-p-glucopyranoside.
Table 1, and a phase memory tifig = 1 us; it is displayed (a) Theoretical spectrum simulated using Mims’ formula and the hyperfin
in Fig_ 5a. Powder averaging was performed for the singﬂ@sor principal values given in Table 1. The labels assign features to tt
protonsbeforeapplying the product rule, which is not strictlypr‘;‘;'r‘jr:?;‘fr study (ie?z ir:‘:e‘T;f; Firgo-toiaa]-ug‘)aa'f?:;:q“::i FJeprg‘ﬁlg)”““d

; . L2 o _
correct,' but often the Or,ﬂy W?ly to go in practlcal SltuatlOni‘lpmarked. (c; FDI\O/I pure absorptionpspectrum obtained from tclie same tim¢
Otherwise the mutual orientation of all tensors must be knov&emain data as in (b). The single lines were phased and lines outside the li
or fitted. The spectrum is dominated by contributions of Bhe width range from 100 kHz to 5 MHz were rejected. Assignments were checke
proton because of its large modulation depth. Nevertheldyssubjecting time-domain data corresponding to (a) to the same procedur
some features from other protons can be clearly identified.

An experimental spectrum as obtainedat= 3445 G and A pure absorption spectrum was obtained again by using tt
vow = 9.6405 GHz with pulse lengths of 16 and 32 ns for thEDM method and separately phasing the lines. The validity c
/2 and pulse, respectively. The time trace consisted of 512ich an approach is not obvious in this case, however, we ha
data points with a dwell time of 8 ns and a dead time of 136 nshecked that it worked well with time domain data correspond
The situation in the experimental spectrum is somewhat mang to the simulated spectrum. Contributions outside a lin
complicated than in the theoretical one because of the abwidth range from 100 kHz to 5 MHz were eliminated. This
dance of weakly coupled protons that contribute to a matrbOM spectrum is much better resolved than the FT magnitud
line centered at the proton Zeeman frequenty) = 14.67 spectrum and allows one to assign a considerably larger nur
MHz. In fact, this line dominates the FT magnitude spectrubver of features. The assignments were checked by subjecti
displayed in Fig. 5b and overshadows any other features in tirae domain data corresponding to the theoretical spectrum
region from about 10 to 19 MHz. Beside the matrix line, onlgxactly the same analysis. The spectrum obtained (data r
the low-frequency line of th@ protons can be assigned withshown) is dominated by the low-frequency line of {Bero-
any confidence in this spectrum. tons in the same way as the spectrum in Fig. 5a, suggesting t
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this line is somewhat suppressed due to pulse nonideality in the
experimental spectra. Note also that surviving spectral features
do not always correspond to maxima or minima in the original
spectrum. For instance the high-frequency feature of the OH
protons corresponds to the edge of their spectral line. The
described way of analyzing spectra via simulation, consider-
ation of dead time, and the same method of data analysis as for

experimental data may thus be mandatory for two-pulse ‘
ESEEM. 0 2 2 6 3
A more direct analysis may be possible for sum combina- t/ us

tions w,, if these are properly resolve@l, 32. A simulation
of the sum peak line shapes for the three protons under study
reveals that the pseudosecular contributions are within the
three-pulse ESEEM line width for the aldehyde proton and lead
to strong broadening (line widths of several MHz) for tBe
proton. For the OH proton, the sum peak singularity is shifted
by about 450 kHz with respect ta¢H) as can be calculated
from the values given in Table 1 and from the expressions
given by Tyryshkiret al. (21). Given the line width in the pure
absorption three-pulse ESEEM spectra of the single crystal, it 0 10 20 30 40
should be possible to resolve this shift. To check this propo-
sition, four-pulse ESEEM traces with 512 data points edgh, ¢
= 304 ns and a dwell time of 8 ns have been recorded at 32
different r values from 104 to 352 ns. A four-step phase cycle
like in three-pulse ESEEM was used. Otherwise the conditions
were the same as in the two-pulse ESEEM experiment.

As the four-step phase cycle is incomplete for four-pulse
ESEEM, an echo crossing appears in the time-domain data for
7 = 280 ns shown in Fig. 6a (see arrow). This results in
tremendous spectral distortions in the range from 0 to 25 MHz
in the FT magnitude spectrum displayed in Fig. 6b. Further- v/ MHz

more, spurious peaks are again observed at 15.625 and 31'%&3. 6. Four-pulse ESEEM ofy-irradiated methyk-p-glucopyranoside

MHz (labeled by asterisks). In the FDM spectrum in Fig. 6¢, QRith = 280, T, = 304 ns. (a) Time-domain data. The arrow designates ar
the other hand, both types of artifacts are completely removextho crossing that has not been removed since an incomplete phase cycle \
by rejecting frequency components with line widths outside thiged deliberately. (b) FT magnitude spectrum of the time trace from (a). Th
range from 300 kHz to 2.5 MHz. More significantly, the Surﬁsterisks label spurious peaks introduced by the spectrometer. The inset shc

K . . ts in Fi 6b and 6c) is much be Pﬁagnification of the sum peak region with the dashed line labeling th
pea reQ!on (See INSets In Figs. a C) S muc equency where the OH proton feature is expected. (c) FDM pure absorptic
resolved in the FDM spectrum as compared to the FT mag8fectrum of the time trace from (a) (single lines phased, lines with width
tude spectrum, and the sum peak of the OH protons showsadugide the range from 300 kHz to 2.5 MHz rejected). The inset again show
at the expected frequency marked by a dashed line. a magnification of the sum peak region which is now much better resolved ar

Closer examination of the whole experimental data skteals the expected feature.

shows that the OH proton sum peak can also be found in

spectra at five other values (144, 192, 200, 208, 288 ns)the feature is still unresolved in FT magnitude spectra if :
while it is suppressed by blind spots in the rest of the tracgstoper phase cycle is used or more data points are record
For the average frequency of the feature, we finfHon) =  Analysis of the data by calculating a 2D FT magnitude spec
29.79* 0.10 in excellent agreement with the theoretical valugum (20) reveals the feature if extensive zero filling is used

of 29.8 MHz. In all the corresponding FT magnitude spectrijowever, the frequency determined by the latter method is le:
the feature can at best be recognized as a hole like in the insgicise (29.95+ 0.20 MHz).

in Fig. 6b. Sometimes it does not appear at all. Cross-term

averaging as proposed for eliminating line shape distortions in CONCLUSION

magnitude spectra) is found to eliminate the hole but not to

restore the peak. Indeed, the peak should not be resolved in aHarmonic inversion by the filter diagonalization method ha:
undistorted magnitude spectrum. We have also checked thatveral advantages over Fourier transformation in ESEEM da

10 20 30 40
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analysis. By using information on the expected line widths, Biology and Biochemistry” (A. J. Hoff, Ed.), Chap. 4, Elsevier,

artifacts due to both incompletely removed echo crossings and Amsterdam (1989).

spurious spectrometer frequencies can be removed from #leA- V- Astashkin and A. Kawamori, J. Magn. Reson. A 112, 24

spectra. The most significant advantage, however, is a consid- 199% _ _ _

erable increase in resolution that is due to the elimination oF % V- Astashkin, A. Kawamori, v. Kodera, S. Kuroiwa, and K.
X ) o Akabori, J. Chem. Phys. 102, 5583 (1995).

dispersive contrlputlons from the I_ESEEM spectra. Such 39 V. A. Mandelshtam and H. S. Taylor, J. Chem. Phys. 107, 6756

FDM reconstruction of pure absorption ESEEM spectra can be (1997).

done reliably for long dead times, a large number of frequengy. H. Hu, Q. N. van, V. A. Mandelshtam, and A. J. Shaka, J. Magn.

components, and even in cases where the dependence of phasreson. 134, 76 (1998).

on frequency is nonlinear. FDM data analysis has the potential M. R. wall and D. Neuhauser, J. Chem. Phys. 102, 8011 (1995).

for becoming a routine method since it is fast and stable amsl H. Gesmar and P. C. Hansen, J. Magn. Reson. A 106, 236 (1994).

does not require more user effort than FT data analysis. W& V. A. Mandelshtam and H. S. Taylor, J. Chem. Phys. 108, 9970

expect that this new tool will enhance the versatility of ESEEM  (1998).

methods for structure determination by retrieving more infot7. V. A. Mandelshtam, H. H. Hu, and A. J. Shaka, Magn. Reson.

mation from given experimental data. Chem. 36, S11 (1998).
18. V. A. Mandelshtam, H. S. Taylor, and A. J. Shaka, J. Magn. Reson.

133, 304 (1998).
19. A. Schweiger, Angew. Chem. Int. Ed. Engl. 30, 265 (1991).
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